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Executive Summary 

This deliverable describes the development of a system for linking between two lexical resources of 

the same language in a task that we call Monolingual Word Sense Alignment (MWSA). We have 

developed a benchmark for this task, which covers 15 languages and contains on average about 1,000 

annotations for each language. We have also developed a toolkit for linking called ‘Naisc’, which 

provides a flexible and extensible architecture for sense linking. We have investigated methods for 

sense similarity based on comparing the definition text, using both traditional frequency-based 

features and state-of-the-art machine learning approaches including restricted Boltzmann machines 

and the BERT transformer model. We have also looked into exploiting the graph and non-textual 

features to improve linking. Finally, we look at the problem of linking holistically, ensuring that the 

linking between a set of senses does not introduce any logical contradictions. 
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1 Introduction 

Sense linking is the task of inferring from the list of senses in two dictionaries any potential 

relationships between them. For this task, we categorize the linking into exact equivalence, partial 

equivalence (broader/narrower) and any other relation between senses. This formulates the problem 

as a five-class1 classification for each pair of senses between the two dictionary entries. For this 

deliverable, the work is limited to the case where the dictionaries are in the same language and thus 

that we are only matching senses whose headword matches exactly, we call this task Monolingual 

Word Sense Alignment (MWSA). The multilingual case will be tackled in D2.4. 

We have built in tools for this task into an existing framework called Naisc2 and we will first describe 

the architecture of this system, which will interact with the rest of the project through the interfaces 

defined in D2.2. Next, we will look at methods of linking that rely on the text of the definitions to link, 

firstly looking at some basic methodologies and then implementing methods that use deep learning 

models such as BERT (Devlin et al. 2018). We will then look at methods that can exploit non-textual 

information about the senses in a meaningful way. The next step is to look at the challenge of inferring 

links holistically, taking into account that the links inferred by direct comparison of the definitions may 

lead to logical contradictions, e.g., multiple senses being equivalent to a single target sense. Finally, 

we will document the creation of a test set for this MWSA task that covers 17 dictionary pairs in 15 

languages and some results for our systems on this benchmark. 

 

Publications documented in this deliverable: 

● McCrae, J.P. and Buitelaar, P. (2018). Linking Datasets Using Semantic Textual Similarity. John 

P. McCrae and Paul Buitelaar, Cybernetics and Information Technologies, 18(1), pp 109-123. 

Ahmadi, S., Arcan, M., & McCrae, J. (2019, May). Lexical sense alignment using weighted 

bipartite b-matching. In the 2nd Conference on Language, Data and Knowledge (LDK 2019), 

Germany. 

                                                           

1 equal, broader, narrower, related, unrelated 

2 https://github.com/insight-centre/naisc  

  ‘naisc’ means links in Irish and is pronounced ‘nashk’ 

https://paperpile.com/c/Vb4xp5/e7n1
https://github.com/insight-centre/naisc
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● Ahmadi, S., McCrae, J. P., Nimb, S., Khan, F., Monachini, M., Pedersen, B. S., ... & Gabrovsek, 

D. (2020, May). A multilingual evaluation dataset for monolingual word sense alignment. In 

Proceedings of the 12th Language Resource and Evaluation Conference (LREC 2020), France. 

● Salgado, A., Ahmadi, S., Simões, A., McCrae J.P. and Costa, R. (2020, May) Challenges of Word 

Sense Alignment: Portuguese Language Resources., Proceedings of the 7th Workshop on 

Linked Data in Linguistics: Building tools and infrastructure at LREC 2020, pp 45-51. 

● Bajčetić, L. and Yim, S.B., (2020). Implementation of Supervised Training Approaches for 

Monolingual Word Sense Alignment:ACDH-CH System Description for the MWSA Shared Task 

at GlobaLex 2020. Proceedings of the Globalex Workshop on Linked Lexicography (@LREC 

2020). 

● Ahmadi, S. McCrae, J. P. (2021, January). Word Sense Alignment as a Classification Problem. 

In Proceedings of the 11th International Global Wordnet Conference (GWC), South Africa. 
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2 Architecture 

Blabla 

 

Figure 1:The Architecture of the Naisc system for sense linking 

 

The Naisc architecture is depicted in Figure 1. The architecture of Naisc was originally designed for 

linking any RDF datasets and this can be applied to the MWSA task by converting the dictionaries into 

an RDF format such as OntoLex (McCrae, Buitelaar, and Cimiano 2017; Cimiano, McCrae, and Buitelaar 

2016). The process of linking is broken down into a number of steps that are described as follows: 

● Blocking: The blocking step finds the set of pairs that are required to be linking. For more 

general linking tasks and for the multilingual linking task this is quite challenging and error-

prone. However, for the MWSA task we only link on matching headwords so the blocking task 

has a single implementation that simply finds matching headwords and outputs every sense 

pair between these two entries. 

Signature: (Dataset, Dataset) ⇒ (Sense, Sense)* 

● Lens: The lens examines the data around the sense pair to be linked and extracts text that can 

be compared for similarity. Clearly, the most important lens for this task extracts the senses’ 

https://paperpile.com/c/Vb4xp5/xalq+828s
https://paperpile.com/c/Vb4xp5/xalq+828s
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definitions. However, other information such as examples can also be extracted here. 

Signature: (Sense, Sense) ⇒ (Text, Text) 

● Text features: The text features extract a set of similarity judgements about the texts 

extracted with the lenses and are described in more detail in the following section. 

Signature: (Text, Text) ⇒ ℝ* 

● Graph features: Graph (or non-textual) features do not rely on the text in the dataset but 

instead look at other features. They are described in more detail later in the document. 

Signature: (Sense, Sense) ⇒ ℝ* 

● Scorer: From a set of features extracted either from the text or from other graph elements, a 

score must be estimated for each of the sense pairs. This can be done in either a supervised 

or unsupervised manner and we implement standard methods for supervised classification 

such as SVMs and unsupervised classification using voting. 

Signature: ℝ* ⇒ [0,1]* - Output corresponds to a probability distribution over the relation 

classes 

● Matcher and Constraint: There are normally some constraints that we wish to enforce on the 

matching and these are applied by the matcher 

Signature: (Sense, Sense, [0,1]*)* ⇒ (Sense, Sense)* - Output is a subset of the input 

 

Naisc is implemented in Java and the configuration of each run can be specified by giving a JSON 

description of the components that can be used. For example, this is a default configuration for the 

MWSA task (presented using YAML syntax): 

blocking: 
  name: blocking.OntoLex 
lenses: 
- name: lens.Label 
  property: 
  - http://www.w3.org/2004/02/skos/core#definition 
  id: label 
textFeatures: 
- name: feature.BasicString 
  wordWeights: models/idf 
  ngramWeights: models/ngidf 
  labelChar: true 
- name: feature.WordEmbeddings 
  embeddingPath: models/glove.6B.100d.txt 
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scorers: 
- name: scorer.LibSVM 
  modelFile: models/default.libsvm 
matcher: 
  name: matcher.BeamSearch 
  constraint: 
     name: constraint.Taxonomic 
description: The default setting for processing two OntoLex-compliant 
dictionaries 

 

This configuration assumes that the dictionary is in the OntoLex format for blocking and processes it 

as such, it then extracts the definitions using the ‘Label’ lens and applies both some basic string text 

features as well as text features based on GloVe vectors (Pennington, Socher, and Manning 2014). The 

scores for each property type are calculated using LibSVM (Chang and Lin 2011) and finally the overall 

linking is calculated using the taxonomic constraints, which will be defined later in this document. 

https://paperpile.com/c/Vb4xp5/9rvj
https://paperpile.com/c/Vb4xp5/0yxa
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3 Text Similarity Documents 

The comparison of the definitions of the lexical entries is the most obvious and effective method for 

establishing similarity between senses in two dictionaries and is the primary method that humans 

would use. As such, it makes sense to focus our efforts on developing an artificial intelligence approach 

to the task of estimating the similarities of definitions, which is a kind of Semantic Textual Similarity 

(STS) as explored in tasks at SemEval (Agirre et al. 2016). We have explored three main approaches to 

this, firstly using simple text features to provide a baseline for the task. Secondly, we use deep learning 

methods including BERT and finally we move beyond simple similarity to also predict the taxonomic 

type of the relationship between senses. 

3.1 Basic Methods 

The basic methods use frequency and surface forms of the strings to compute features, the following 

methods are implemented by the Naisc tool. Most of these methods can work on words or on 

characters. 

● Longest common subsequence: The longest subsequence of words (characters) that match 

between the two strings as a ratio to the average length between the two strings. 

● Longest common prefix/suffix: The longest subsequence of words (characters) from the 

start/end of each string, as a ratio to the average length. 

● N-gram: The number of matching subsequences of words (characters) of length n between 

the two strings as a ratio to the average maximum number of n-grams that could match (e.g. 

length of string minus n plus one) 

● Jaccard/Dice/Containment: The match between the words of the two definitions using the 

Jaccard and Dice coefficients. Let A and B be the set of words in each definition: 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 =
|𝐴∩𝐵|

|𝐴∪𝐵}
, 𝐷𝑖𝑐𝑒 =

2|𝐴∩𝐵|

|𝐴|+|𝐵|
,𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑚𝑒𝑛𝑡 =

|𝐴∩𝐵|

𝑚𝑖𝑛(|𝐴|,|𝐵|)
 

● Sentence Length Ratio: The ratio of the length of the sentences as 𝑆𝐿𝑅(𝑠, 𝑡) = 1 −
𝑚𝑖𝑛(|𝑥|,|𝑦|)

𝑚𝑎𝑥(|𝑥|,|𝑦|)
 

● Average Word Length Ratio: The ratio of the average word length in each sentence 

normalized to the range [0,1] as for SLR 

● Negation: Whether either both sentences contain negation words3 or both don’t (1 if true, 0 

if false) 

● Number: If both sentences contain numbers do these numbers match (1 if all numbers match) 

                                                           

3 The negation words for English are: not, never, neither, nor, nobody, nothing, don't, won't, can't, doesn't, 

aren't, isn't, haven't 

https://paperpile.com/c/Vb4xp5/qz7N
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● Jaro-Winkler, Levenshtein: Standard string similarity functions, we use the Apache Commons 

Text implementations4. 

● Monge-Elkan: This is defined as follows where sim is a word similarity function (we use either 

Jaro-Winkler of Levenshtein) 

𝑀𝐸(𝑠, 𝑡) =
1

|𝑠|
∑

|𝑠|

𝑖=1

𝑚𝑎𝑥
𝑗=1,...|𝑡}

𝑠𝑖𝑚(𝑠𝑖, 𝑡𝑗) 

In addition, we implement the following approach based on using GloVe vectors (Pennington, Socher, 

and Manning 2014), where we calculate the word embeddings for each word in the two definitions 

and then compare pairwise the words of each definition. These are turned into a single feature using 

methods described in McCrae and Buitelaar (McCrae and Buitelaar 2018). 

3.2 Beyond similarity 

Dictionaries are valuable resources which document the life of words in a language from various points 

of view. Senses, or definitions, are important components of dictionaries where dictionary entries, i.e. 

lemmata, are described in plain language. Therefore, unlike other properties such as references, 

comparisons (cf.), synonyms and antonyms, senses are unique in the sense that they are more 

descriptive but also highly contextualized. Moreover, unlike lemmata which remain identical through 

resources in the same language, except in spelling variations, senses can undergo tremendous changes 

based on the choice of the editor, lexicographer and publication period, to mention but a few factors. 

Therefore, the task of word sense alignment (WSA) will facilitate the integration of various resources 

and the creation of inter-linked language resources. 

 

Considering the literature, various components of the WSA task have been matters of research 

previously. However, a few of the previous papers address WSA as a specific task on its own. As a 

preliminary study, our focus is on providing explainable observations for the task of WSA using 

manually-extracted features and analyzing the performance of traditional machine learning 

algorithms for word sense alignment as a classification problem. Despite the increasing popularity of 

deep learning methods in providing state-of-the-art results in various NLP fields, we believe that 

                                                           

4 https://commons.apache.org/proper/commons-text/  

https://paperpile.com/c/Vb4xp5/9rvj
https://paperpile.com/c/Vb4xp5/9rvj
https://paperpile.com/c/Vb4xp5/Pjgm
https://commons.apache.org/proper/commons-text/
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evaluating the performance of feature-engineered approaches is an initial and essential step to reflect 

the difficulties of the task and also, the expectations from the future approaches. 

 

We define our task of WSA and semantic induction as the detection of the semantic relationship 

between a pair of senses in two monolingual resources, as follows: 

𝑟𝑒𝑙 = 𝑠𝑒𝑚(𝑝, 𝑠𝑖, 𝑠𝑗) 

where 𝑝 is the part-of-speech of the lemma, 𝑠𝑖 and 𝑠𝑗 are senses belonging to the same lexemes in 

two monolingual resources and 𝑟𝑒𝑙 is a semantic relation, namely exact, broader, narrower, related 

and none. Our goal is to predict a semantic relation, i.e. 𝑟𝑒𝑙 given a pair of senses. Therefore, we define 

three classification problems based on the relation: 

● Binary classification which predicts if two senses can possibly be aligned together. Otherwise, 

none is selected as the target class. 

● SKOS classification which predicts a label among exact, broader, narrower and related 

semantic relationships. 

● SKOS+none classification which predicts a label given all data instances. This is similar to the 

previous classifier, with none as a target class. 

3.2.1 Approach 

Assuming that the textual representation of senses as in definitions can be useful to align them, we 

define a few features which use the lengths of senses along with their textual and semantic similarities. 

In addition, we incorporate word-level semantic relationships to determine the type of relation that 

two senses may possibly have. Our features are defined in Table 1. 

3.2.1.1 Feature Extraction 

In this step, we extract sense instances from the MWSA datasets (Ahmadi et al. 2020), as 𝑡 =

(𝑝, 𝑠𝑖, 𝑠𝑗, 𝑟𝑖𝑗
). This instance is interpreted as sense 𝑠𝑖 has relation 𝑟𝑖𝑗

with sense 𝑠𝑗. Therefore, the order 

of appearance is important to correctly determine the relationship. It should also be noted that both 

senses belong to the same lemma with the part-of-speech 𝑝. Table 2 provides the basic statistics of 

the senses and their semantic relationships in various languages. #Entries and #SKOS refer to the 

number of entries and senses with a relationship within SKOS. In addition, the senses within the two 

https://paperpile.com/c/Vb4xp5/A1fC
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resources which belong to the same lemma but are not annotated with a SKOS relationship, are 

included with a ‘none’ relationship. 

 

Figure 2: Manually extracted features for semantic classification of sense relationships 

 

Given the class imbalance where senses with a ‘none’ relationship are more frequent than the others, 

we carry out a data augmentation technique based on the symmetric property of the semantic 

relationships. By changing the order of the senses, also known as relation direction, in each data 

instance, a new instance can be created by semantically reversing the relationship. In other words, for 

each 𝑡 = (𝑝, 𝑠𝑖, 𝑠𝑗, 𝑟𝑖𝑗) there is a 𝑡′ =  (𝑝, 𝑠𝑗, 𝑠𝑖, 𝑟′𝑖𝑗)where 𝑟′𝑗𝑖 is the inverse of 𝑟𝑖𝑗. Thus, exact and 

related as symmetric properties remain the same, however, the asymmetric property of the broader 

and narrower relationships yields narrower and broader, respectively. 
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Once the senses are extracted, we create data instances using the features in Table 1. Features 2 and 

3 concern the length of senses and how they are different. Intuitively speaking, this regards the 

wordings used to describe two concepts and their semantic relationship. In features 4 to 11, we 

calculate this with and without function words, words with little lexical meaning. One additional step 

is to query ConceptNet5 to retrieve semantic relations between the content words in each sense pair. 

For instance, the two words “gelded” and “castrated” which appear in two different senses are 

synonyms and therefore, the whole senses can be possibly synonyms. In order to measure the 

reliability of the relationships, we sum up the weights, also known as assertions, of each relationship 

according to ConceptNet. Finally, features 12 and 13 provide the semantic similarity of each sense pair 

using word embeddings. The data instances are all standardized by scaling each feature to the range 

of [0-1]. 

3.2.1.2 Feature learning and classification 

Restricted Boltzmann machine (RBM) is a generative model representing a probability distribution 

given a set of observations (Fischer and Igel 2012). An RBM is composed of two layers, a visible one 

where the data instances according to the manually-created features are provided, and a latent one 

where a distribution is created by the model by retrieving dependencies within variables. In other 

words, the relation of the features in how the target classes are predicted is learned in the training 

phase. We follow the description of (Hinton 2012) in implementing and using an RBM for learning 

further features from our data instances. Regarding the classification problem, instead of training our 

models using the data instances described in the previous section, we train the models using the latent 

features of an RBM model. These new features have binary values and can be configured and tuned 

depending on the performance of the models. 

For this supervised classification problem, we use support vector machines (SVMs) using various 

hyper-parameters, as implemented in Scikit6. After a preprocessing step, where the datasets are 

shuffled, normalized and scaled, we split them into train, test and validation sets with 80%, 10% and 

10% proportions, respectively. 

                                                           

5 https://conceptnet.io/  

6 https://scikit-learn.org  

https://paperpile.com/c/Vb4xp5/M6c1
https://paperpile.com/c/Vb4xp5/pYPP
https://conceptnet.io/
https://scikit-learn.org/


 

__________________________________________________________________________________ 

D2.3 Lexical Resource Linking Service 

12 

This project received funding from the European Union's Horizon 2020 research and innovation programme under grant 
agreement No 731015. The information and views set out in this publication are those of the author(s) and do not necessarily 
reflect the official opinion of the European Union. 

4 Experiments 

Table 2 provides the evaluation results of our classification approach for MWSA. Despite the high 

accuracy of the baseline systems for most languages, they do not perform equally efficiently for all 

languages in terms of precision and recall. Although our classifiers outperform the baselines for all the 

relation prediction tasks and perform competitively when trained for the binary classification and also 

given all data instances, there is a significant low performance when it comes to the classification of 

SKOS relationships. This can be explained by the lower number of instances available for these 

relations. Moreover, distinguishing certain types of relationships, such as related versus exact, is a 

challenging task even for an expert annotator. Regarding the performance of RBM, we do not observe 

a similar improvement in the results of all classifiers. 

 

One major limitation of the current approach is the usage of crafted features. We believe that as a 

future work further techniques can be used, particularly thanks to the current advances in word 

representations and neural networks. In addition, incorporating knowledge bases and external 

language resources such as corpora can be beneficial in improving to address sense ambiguity for 

polysemous entries. 
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Figure 3: Basic statistics of the datasets and the best classification results with and without an RBM. #refers to the 
number 
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5 Deep learning methods 

Besides employing feature-based approaches, we additionally utilize fine-tuned pre-trained neural 
network language models (NNLM), Bidirectional Encoder Representations from Transformers (Devlin 
et al. 2018) and Robustly optimized BERT pretraining approach (RoBERTa) (Liu et al. 2019). This is done 
by using the huggingface transformers7 library, which provides the API for finetuning of transformer 
models.  

 

Recently, transformers architecture based approaches have been proven to be beneficial for 
improving different downstream NLP tasks. For this reason we have decided to explore how well those 
models are suited for the MWSA task. 

 

BERT is designed to pre-train deep bidirectional representations from unlabeled text by jointly 
conditioning on both left and right context in all layers and is trained on masked word prediction and 
next sentence prediction tasks. As a result, the pre-trained BERT model can be fine-tuned with just 
one additional output layer to create state-of-the-art models for a wide range of tasks (Devlin et al. 
2018).  

 

MWSA task can be ultimately regarded as sentence pair classification task and BERT can be easily fine-
tuned for it, since its use of self-attention mechanism (Vaswani et al. 2017) to encode concatenated 
text pairs effectively includes bidirectional cross attention between two sentences. We have followed 
the fine-tuning approach presented in the original paper (Devlin et al. 2018). 

 

In order to get the best results, we have experimented with different pre-trained models, such as BERT 
Base, BERT Large and RoBERTa for English. RoBERTa is a variation of BERT created by tweaking 
different aspects of pre-training, such as bigger data and batches, omitting next sentence prediction, 
training on longer sequences and changing the masking pattern (Liu et al. 2019).  

5.1.1 Fine-tuning Transformer models 

Transformer based approach was conducted for English and German. Different parameter settings 

have been tried out to find the best performing model for both languages. Due to the size of the pre-

trained language models and limitations in computation powers, we were only able to explore 

hyper-parameter combinations selectively. Different pre-trained language models were used and 

were evaluated in the early phase of the experiments, to limit the parameter exploration space. 

                                                           

7 https://huggingface.co/transformers/index.html 

https://paperpile.com/c/Vb4xp5/e7n1
https://paperpile.com/c/Vb4xp5/e7n1
https://paperpile.com/c/Vb4xp5/9Ztx
https://paperpile.com/c/Vb4xp5/e7n1
https://paperpile.com/c/Vb4xp5/e7n1
https://paperpile.com/c/Vb4xp5/KETl
https://paperpile.com/c/Vb4xp5/e7n1
https://paperpile.com/c/Vb4xp5/9Ztx
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5.1.1.1 Preprocessing 

● Representation of word senses: Transformers architecture requires input to be in certain 

structures depending on the pretrained models used. For our MWSA task, which we basically 

regard as sentence pair classification, transformer models require two sentences 

concatenated by separation token, and a preceding classification token. Transformers library 

by Huggingface provides Tokenizers for different pre-trained models. 

● Labels and class weight: Labels are one hot encoded and class weights are calculated to 

mitigate the class imbalance problem. 

5.1.1.2 Model training 

5.1.1.2.1 Training Environment 

The training was done on NVIDIA Tesla P100 GPU hosted on Google Cloud Platform.  

5.1.1.2.2 Hyperparameters 

Our early explorations with the pretrained models quickly showed that bigger models deliver better 
results. The tendency that bigger pre-trained models perform better on MWSA is in line with 
observations made by the original BERT paper authors by comparing BERT Base and Large for different 
downstream tasks (Devlin et al. 2018), or RoBERTa performing better than original BERT on selected 
downstream tasks (Liu et al. 2019). For this reason, we have conducted more hyperparameter test 
combinations for those models (RoBERTa Large for English, and DBMDZ for German). When using 
bigger models, such as RoBERTa or BERT Large, smaller train-batch-size was selected due to resource 
limitation. The original BERT models were trained with 512 sequence length, but since the MWSA 
datasets mostly have short sentence pairs, we experimented with shorter sequence length of 128 and 
256 to save memory usage and be more flexible with respect to batch size.  

The hyperparameters and their values explored are shown in the table below. 

 

Figure 4: Set of hyperparameters explored and selected 

 

https://paperpile.com/c/Vb4xp5/e7n1
https://paperpile.com/c/Vb4xp5/9Ztx
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5.1.1.2.3 Loss Function 

As the MWSA task is a multi-class classification task, we use categorical cross entropy as our loss 

function for fine-tuning the models. 

5.1.1.3 Model Evaluation 

For evaluation of the trained models, we use weighted Matthews correlation coefficient, F1-measure 

and balanced accuracy, to take data imbalance into account. We monitored the three metrics also 

during training to determine when the model starts to overfit and adjusted hyperparameters for 

further tuning. 

Comparison of the fine-tuned models were not only done in regards to different hyperparameter 

settings, but also with respect to feature-based classification models, which we took as the baseline 

models. 

With appropriate hyperparameters, English and German classifiers based on BERT (German) and 

RoBERTa (English) showed convergence with respect to the categorical cross-entropy loss function. 

Classes were weighted according to the distribution for loss calculation. Both models selected deliver 

better results than feature based models. Noteworthy is that transformers based models were able 

to classify some of the “narrower” relations correctly, where feature based models failed. The general 

performance of the models leave room for improvements, data imbalance probably plays a significant 

role in improving the models. 

 

Language Model 5-class 
accuracy 

2-class 
precision 

2-class recall 2-class F-
measure 

English 

Baseline 0.752 0.000 0.000 0.000 

Feature-
based 

0.766 0.612 0.533 0.570 

BERT 
Large 

0.654 0.467 0.850 0.602 

RoBERTa 0.763 0.619 0.782 0.691 
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German 

Baseline 0.777 0.000 0.000 0.000 

Feature-
based 

0.777 0.709 0.448 0.549 

BERT 0.798 0.738 0.608 0.667 
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6 Non-textual Linking Methods 

 

Figure 5: An example of the use of non-textual features for linking. Here the two senses of bank are distinguished by the 
hypernym links (1) and an inferred hapax legomenon link (2), so that the correct sense (3) can be selected. 

 

In addition, to using textual similarity methods, a number of non-textual methods can be used that 

are useful for linking dictionaries. There are two principal methods that can be used here: firstly, Naisc 

supports linking by means of property overlap, which creates a feature if two properties of a lexical 

entry are the same. These properties might be part-of-speech values or may be something more 

sophisticated such as register or other usage values. The second main method is graph-based 

similarity, which relies on there being a graph relating the senses of an entry and so is primarily used 

in the case of WordNet linking. Naisc implements the FastPPR method (Lofgren et al. 2014) to find 

graph similarity. In the case of wordnet linking, graph similarity cannot be naively applied as there are 

not generally links between the graphs of the two wordnets, instead we rely on the hapax legomenon 

Ba
nk 

1. side of a 
river 

2. where 
money is kept  

Merch
ant 
bank 

1. credit card 
processing 
bank 

Ba
nk 

1. institution 
where one can 
borrow 

2. sloping land 

Merch
ant 
bank 

1. A bank 
which 
provides 
financial 

1 
1 

2 

3 

https://paperpile.com/c/Vb4xp5/wFqL
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links, which are links that are created when there is only one sense for the lemma in both dictionaries. 

These links allow us to create a graph between the two graphs as shown in Figure 2. We (McCrae and 

Cillessen 2021) explored this method in the context of linking English WordNet (McCrae et al. 2019) 

with Wikidata, where we used the Naisc system to find equivalent senses of WordNet synsets and 

entities in the Wikidata database. In this paper, we found that 67,569 (55.3%) or WordNet’s synsets 

have a matching lemma in Wikidata, of which 16,452 (19.5%) counted as hapax legomenon links. We 

directly evaluated the accuracy of the hapax legomenon links and found that accuracy, when applying 

some simple filters, was 96.1% based on an evaluation of two annotators, who had a Cohen’s kappa 

agreement of 81.4%. We then evaluated using the non-textual methods along with simple textual 

methods from the previous section and found that there was a 65-66% accuracy of the Naisc system 

in predicting links between WordNet and Wikidata. Divided by the prediction scores, those links 

predicted with a confidence of less than 60% by the system were all incorrect (0.0% accuracy), those 

with a 60-80% accuracy were correct 23/39 times (59.0% accu-racy) and those with a greater than 

80% confidence were correct 42/49 times (85.7% accuracy), indicating that the system’s confidence 

was a good predictor of the accuracy of links 

https://paperpile.com/c/Vb4xp5/xmn3
https://paperpile.com/c/Vb4xp5/xmn3
https://paperpile.com/c/Vb4xp5/6Aes
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7 Linking Constraints 

Linking is a task that cannot only be achieved by looking at pairs of definitions by themselves but 

instead a holistic approach looks at all the links being generated and considers whether this leads to 

a good overall linking. It is clear that mapping multiple senses to the same senses or generating many 

more or fewer links than the number of senses is not ideal. In this section, we will look at the methods 

for solving the problem of sense linking holistically that are implemented in Naisc. 

7.1 Bijection 

The simplest constraint called bijection states that the senses for each dictionary entry should be 

marked as equivalent to at most one sense on the target side and that all senses should be linked for 

whichever dictionary entry has the fewest entries. This problem is known more generally as the 

assignment problem and can be formally stated for a set of source senses, {s1,...sn} and target senses 

{t1,...,tm}, an alignment, A={aij} is optimal given a score function, s(aij). If the following hold: 

∀𝑖 ∈ {1, . . , 𝑛}¬∃𝑗 ∈ {1, . . . , 𝑚}, 𝑗′ ∈ {1, . . . , 𝑚}, 𝑗 ≠ 𝑗′ ∶  𝑎𝑖𝑗 ∈ 𝐴 ∧ 𝑎𝑖𝑗′ ∈ 𝐴  

∀𝑗 ∈ {1, . . , 𝑚}¬∃𝑖 ∈ {1, . . . , 𝑛}, 𝑖′ ∈ {1, . . . , 𝑛}, 𝑖 ≠ 𝑖′ ∶  𝑎𝑖𝑗 ∈ 𝐴 ∧ 𝑎𝑖′𝑗 ∈ 𝐴  

∀𝑖 ∈ {1, . . . 𝑛}∃𝑗 ∈ {1, . . . , 𝑚} 𝑎𝑖𝑗 ∈ 𝐴 if 𝑛 ≤ 𝑚 

∀𝑗 ∈ {1, . . . 𝑚}∃𝑖 ∈ {1, . . . , 𝑛} 𝑎𝑖𝑗 ∈ 𝐴 if 𝑚 ≤ 𝑛 

We can weight this problem by assuming that the score is given by ∑𝑎𝑖𝑗∈𝐴 𝑠(𝑎𝑖𝑗) and this problem 

can be solved in cubic time by the Hungarian algorithm (Kuhn 1955). To apply this we use the output 

probabilities from the classifiers described in the previous section and then: 

𝑠(𝑎𝑖𝑗)  =𝑙𝑜𝑔 𝑝(𝑎𝑖𝑗) 

Given the high variance in the classifiers we normally further smooth this value as follows: 

𝑠(𝑎𝑖𝑗)  =𝑙𝑜𝑔 [𝑝(𝑎𝑖𝑗)  + 𝜆] 

Where 𝜆 ≃ 0.5. This allows the system to choose answers rejected by the classifier without an 

extreme penalty. 

 

https://paperpile.com/c/Vb4xp5/gJmI
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For the purpose of sense linking, the Hungarian algorithm is efficient as the problem can be divided 

into linking problems for each of the senses. However, for more complex cases the Hungarian 

algorithm can be very slow and so we have also investigated the use of approximate solvers, such as 

a simple greedy solver, a beam-search-based solver and the Monte-Carlo tree search algorithm 

(Chaslot et al. 2008).  

7.2 b-Matching 

WBbM, or shortly b-matching, is one of the widely studied classical problems in combinatorial 

optimization for modeling data management applications, e-commerce and resource allocation 

systems (Ahmed, Dickerson, and Fuge 2017). WBbM is a variation of the weighted bipartite matching, 

also known as assignment problem. In the assignment problem, the optimal matching only contains 

one-to-one matching with the highest weight sum. This bijective mapping restriction is not realistic in 

the case of lexical resources where an entry may be linked to more than one entry. Therefore, WBbM 

aims at providing a more diversified matching where a node may be connected to a certain number 

of nodes.  

 

 

Algorithm 1 presents the WBbM algorithm with a greedy approach where an edge is selected under 

the condition that adding such an edge does not violate the lower and the upper bounds, i.e. L and B. 

https://paperpile.com/c/Vb4xp5/xpL3
https://paperpile.com/c/Vb4xp5/IpGP
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7.3 Taxonomic 

 

Figure 6: An example of a valid taxonomic linking according to the constraints. No further links could be added between 
any of the elements. 

 

The most typical case of sense linking consists of not only exact matches as considered in the bijective 

and b-matching case, but also broader, narrower and related links. As such we have investigated the 

use of a ‘taxonomic’ constraint that can be stated as follows: 

● Exact links should be bijective (as defined above). Any sense that is the source or target of an 

exact link should not be the source or target of any other link. 

● Broader/narrower links should be surjective/injective. This means that if a source sense is part 

of a broader link it may be part of other broader links, but the target sense cannot be the 

target of another broader link. Similarly the converse holds for narrower links 

● All link types are exclusive, that is if the source or target sense of any element is linked by one 

of the four relation types (exact, broader, narrower, related), then neither the source or target 

can be involved in a link of any other type. 

● A threshold can be applied to ensure that only links of a certain quality are generated by the 

system. 

An example of the links that are valid for these constraints is shown in Figure 3. With this more 

complex constraint, it is not clear whether there exists a polynomial-time algorithm to solve these 
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constraints, and while, even for the small size of problems that are seen in sense linking, validating an 

optimal solution is not feasible, we have also observed that the greedy solver mostly returns the 

optimal or a near-optimal solution. As such, we simply rely on the approximate methods of linking, 

including the greedy solver, for this task. 
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8 Benchmarks and Shared Task 

One major limitation regarding previous work 

was with respect to the nature of the data used 

for the WSA task. Expert-made resources, such 

as the Oxford English Dictionary, require much 

effort to create and therefore, are not as widely 

available as collaboratively-curated ones like 

Wiktionary8 due to copyright restrictions. On 

the other hand, the latter resources lack 

domain coverage and descriptive senses. To 

address this, we present a set of 17 datasets 

containing monolingual dictionaries in 15 

languages, annotated by language experts 

within the ELEXIS volunteers and partners with 

five semantic relationships according to the 

simple knowledge organization system 

reference (SKOS) (Miles and Bechhofer 2009), 

namely, broader, narrower, related, exact and 

none.  

 

The main goal of creating datasets for MWSA is to provide semantic relationships between two sets 

of senses for the same lemmas in two monolingual dictionaries. The actual annotation was 

implemented by means of dynamic spreadsheets that provide a simple but effective manner to 

complete the annotation. This also had the added advantage that the annotation task could be easily 

completed from any device. In order to collect the data that was required for the annotation, each of 

the participating institutes provided their data in some form providing the following data: 

● An entry identifier, that locates the entry in the resource 

                                                           

8 www.wiktionary.org  

Figure 7: An example of the structure of senses and their alignments in 
the datasets 

https://paperpile.com/c/Vb4xp5/mGJE
http://www.wiktionary.org/
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● A sense identifier marking the sense in the resource, for example the sense number 

● The lemma of the entry 

● The part-of-speech of the entry  

● The sense text, including the definition                           

One of the challenges is that sense granularity between two dictionaries is rarely such that we would 

expect one-to-one mapping between the senses of an entry. In this respect, we followed a simple 

approach such as that in SKOS providing different kinds of linking predicates which is described as 

follows: 

● exact: The sense are the same, for example the definitions are simply paraphrases 

● broader: The sense in the first dictionary completely covers the meaning of the sense in the 

second dictionary and is applicable to further meanings 

● narrower: The sense in the first dictionary is entirely covered by the sense of the second 

dictionary, which is applicable to further meanings 

● related: There are cases when the senses may be equal but the definitions in both dictionaries 

differ in key aspects 

● none: There is no match for this sense 

While it is certainly not easy to decide which relationship is to be used, we found that this 

methodology was broadly effective and we believe will simplify the development of machine-learning-

based classifiers for sense alignment prediction. 

Figure 4 presents the structure of the datasets in JSON format. External keys such as meta_ID and 

external_ID will enable future lexicographers to integrate the annotations in external resources. Given 

that some of the semantic relationships, such as narrower and broader, are not symmetric, 

sense_source and sense_target are important classes in determining the semantic relationship 

correctly. Table 2 also provides basic statistics of the datasets such as number of entries and sense 

alignments.  

Given that the datasets are publicly available9, we carried out a shared task10 on the task of 

monolingual word sense alignment across dictionaries as part of the GLOBALEX 2020 – Linked 

                                                           

9 https://github.com/elexis-eu/MWSA  

10 https://competitions.codalab.org/competitions/22163  

https://github.com/elexis-eu/MWSA
https://competitions.codalab.org/competitions/22163
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Lexicography workshop at the 12th Language Resources and Evaluation Conference (LREC 2020) which 

took place on Tuesday, May 12 2020 in Marseille (France).  
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9 Summary 

The MWSA task that we have defined here is interesting and there is still much to be done in terms of 

solving the task effectively. In order to solve this issue, we have introduced the first benchmark for 

this task, which was supported by a shared task. We have investigated the use of a number of methods 

for solving this task and we found that we have achieved strong performance with state-of-the-art 

methods such as BERT and RBMs. We have also introduced a number of features including graph-

based methods that can be very useful for linking certain datasets including wordnets. Finally, we 

looked at making a holistic linking using constraint-based solvers, which ensure that the output makes 

sense to the lexicographers who will use the downstream results. 
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