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1 INTRODUCTION 

The goal of Task 3.1, Word Sense Disambiguation (WSD) and Entity Linking (EL), is to provide novel algorithms 

and resources which enable disambiguation and entity linking in dozens of languages. This deliverable, D3.2, 

provides a new lexical-semantic resource and a knowledge-based algorithm for enabling high-quality 

disambiguation in multiple languages.   

Most common approaches towards WSD can be classified into two categories: supervised and knowledge-based. 

Despite the promising performance of supervised approaches, which nowadays are characterized by deep neural 

network architectures, the need for large quantities of sense-annotated training data comes as a disadvantage 

when aiming to cover most of the European languages. Therefore, we put forward novel knowledge-based 

approaches, which most importantly drop the requirement of large amounts of data typically needed by neural 

networks.   

This deliverable is organized as follows. We first describe the task and the main characteristics of the approaches 

employed to tackle it. Secondly, we explain our approach to the problem and illustrate the algorithm employed. 

Then we report a quantitative evaluation on the standard multilingual datasets in the field, in particular from the 

international standard competitions in WSD, i.e. Senseval and SemEval. 

2 TASK DESCRIPTION 

 Word Sense Disambiguation and Entity Linking are the computational tasks of automatically determining 

the meaning of words in context [Navigli, 2009]. Moro et al [2014] were the first to merge these tasks together, 

demonstrating that a knowledge-based approach can be extended to perform both WSD and EL. The key 

assumption was that they can be complementary to each other such that the lexicographic knowledge used in 

WSD is also useful for tackling the EL task, and vice versa the encyclopedic information utilized in EL helps 

disambiguate nominal mentions in a WSD setting.  

To perform WSD and EL, supervised approaches train a classifier on sense-annotated datasets and come with a 

better performance than knowledge-based ones. However, their application is limited to those languages for 

which there exist large sense-annotated datasets which enable the needed supervision, thus making the task 

unfeasible in many languages, especially under-resourced ones.  Knowledge-based (KB) systems, instead, relieve 
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the burden of training data and have a straightforward application on multiple languages by relying on rich 

Lexical Knowledge Bases (LKBs) such as WordNet [Fellbaum, 1998] and BabelNet [Navigli and Ponzetto, 2012]. 

Therefore, the performance of KB approaches heavily relies on the nature of the relations offered by the 

underlying LKBs. In this deliverable, we present an algorithm which draws on an LKB augmented with a novel 

lexical-semantic resource, to carry out high-performance WSD and EL in multiple languages. 

3 APPROACH 

In this section we enable multilingual WSD and EL by providing two key components: SyntagNet [Maru 

et al, 2019], a novel lexical-semantic combination knowledge resource and SyntagRank, a graph-based algorithm 

employed to perform disambiguation. 

3.1 SyntagNet 

The performance of knowledge-based approaches to WSD highly depends on the type of relations 

present in the underlying Lexical Knowledge Base (LKB). Most commonly, the LKBs focus on paradigmatic 

relations between concepts while leaving uncovered syntagmatic relations, i.e.,  relations that exist between two 

words which co-occur in the same context frequently. SyntagNet addresses this gap and provides a semi-

automatic large-scale lexical-semantic combination resource which associates pairs of co-occurring words with 

their respective meanings.  

Constructing SyntagNet is a procedure of two main steps which include lexical combinations extraction 

and manual disambiguation. To this end, the lexical combinations were extracted from the English Wikipedia and 

the British National Corpus (BNC) [Leech, 1992]. More specifically, the Stanford CoreNLP pipeline was used to 

extract the dependency trees for all the sentences of these two corpora from which only the pairs of POS-tagged 

and lemmatized words co-occurring within a slide window of 3 words were considered. The candidate pairs were 

then associated with a strength of correlation score   exploiting the Dice’s coefficient formula, used to determine 

their relevance. Once all the possible candidate pairs are extracted and ranked according to their relevance score, 

8 annotators were asked to manually disambiguate a total of 78 000 top-ranking lexical combinations. Therefore, 

the annotators were assigned the task of associating the most appropriate sense to each word in a lexical pair 

according to WordNet sense inventory. To ensure quality, they were also asked to filter out lexical combinations 

which contained mistakes due to the automatic extraction process, pairs which were not associated with any of 
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the senses in WordNet, those reflecting  idiomatic expressions and finally those pairs which were multi-word 

Named Entities.  

Below we report examples of lexical (left) and semantic (right) combinations:   

 

word1 word 2 sense1 sense2 

missv homen missv
2 (feel or suffer from the lack of) homen

7 (an environment 
offering affection and 
security)  

missv concertn missv
3 (fail to attend an event or 

activity)  
 

concertn
1 (a performance of 

music by players or singers 
not involving theatrical 
staging)  

missv trainn missv
5 (fail to reach or get to) trainn

1  (public transport 
provided by a line of railway 
cars coupled together and 
drawn by a locomotive)  

Table 1: Excerpt of SyntagNet relations (senses from WordNet) 

 

3.1.1 Statistics 

SyntagNet covers 78,000 lexical combinations (10,218 unique nouns and 3,786 unique verbs for 52,432 

noun-verb relations and 25,568 noun-noun relations) which, once disambiguated, make up 88,019 semantic 

combinations (61,249 noun-verb and 26,770 noun-noun semantic relations) linking 20,626 WordNet 3.0 nodes, 

i.e., unique synsets (14,204 noun synsets and 6,422 verb synsets), with a relation edge. 

3.2 SyntagRank 

In order to leverage the syntagmatic relations provided by SyntagNet, we developed a new graph-based 

algorithm for WSD, called SyntagRank, which is based on Personalized PageRank (PPR) [Haveliwala, 2002] to 

choose the correct meaning of words according to the context they appear in. This approach has been already 

shown to be successful [Agirre et al, 2014], however without exploiting explicit syntagmatic information. PPR 



 

__________________________________________________________________________________ 

D3.2 Multilingual Word Sense Disambiguation and Entity Linking algorithms - initial report. 

5 

This project received funding from the European Union's Horizon 2020 research and innovation programme under 
grant agreement No 731015. The information and views set out in this publication are those of the author(s) and 

do not necessarily reflect the official opinion of the European Union. 

relies on a semantic network where the nodes represent concepts and edges represent semantic relations 

between them. Our algorithm consists in a word-to-word version of the Personalized PageRank algorithm 

(PPRw2w), where a separate PPR is run from each target word in context, initializing the PPR vector using only the 

context and excluding the target word itself. This choice is motivated in that it enables the context to decide 

which concept is more relevant to the target word, without having the target affect this decision. The semantic 

network used by SyntagRank is composed of WordNet, the semantic relations in the Princeton WordNet Gloss 

Corpus1 and the syntagmatic information provided by SyntagNet.  

4 SYNTAGRANK IMPLEMENTATION  

SyntagRank performs WSD in three steps: 

1. Natural Language Processing Pipeline  

SyntagRank integrates a multilingual NLP pipeline which supports 5 languages, i.e., English, French, 

German, Italian and Spanish. Specifically, we use Stanford CoreNLP2 pipeline [Manning et al., 2014] 

for the tokenization, sentence splitting, Part-of-Speech (POS) tagging and lemmatization. It fully 

supports the English language, while for the French, German and Spanish language we used its 

available models for POS-tagging and its tree-tagger for the lemmatization. For the Italian language 

instead, we use TINT3, an implementation for the Italian language only, which offers high quality 

models for the pipeline in the same format as Stanford CoreNLP.  

2. Personalized PageRank Computation 

Initially, the PPR vector is calculated for all the nodes in the graph, i.e., as a preprocessing step, and 

the vectors are serialized. Notice that this step is performed only once, therefore not affecting the 

overall response time.  

 
1 https://wordnetcode.princeton.edu/glosstag.shtml 
2 https://stanfordnlp.github.io/CoreNLP/ 
3 http://tint.fbk.eu/ 
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3. Disambiguation Procedure 

At this step, the input is lemmatized and POS-tagged. Once the sentence is parsed, the correct sense 

for any target word is chosen as follows:   

1: Gather all the candidate senses of the content words in the sentence, excluding the target word.  

2: Gather all the PPR vectors of the candidates from the pre-calculated vectors, and calculate their 

weighted average.  

3: Gather the candidate senses of the target word and their values in the average vector calculated 

in Step 2.  

4: Return the sense with the highest value, i.e., as the most probable sense of the target word. 

5 EVALUATION SETUP 

In order to assess the effectiveness of SyntagNet relations when employed in a knowledge-based WSD 

system, i.e., SyntagRank, we conduct a set of experiments and compare with other knowledge-based and 

supervised systems on several English and multilingual WSD tasks.  

5.1 Evaluation Benchmark 

We use the evaluation framework made available by Raganato et al. [2017a] which comprises five 

standard test sets for WSD, i.e. Senseval-2 (SE2) [Edmonds  and Cotton, 2001], Senseval-3 (SE3) [Synder and 

Palmer, 2004], SemEval-07 (SE7) [Pradhan et al., 2007], SemEval-13 (SE13) [Navigli et al., 2013], SemEval-15 

(SE15) [Moro and Navigli, 2015]. To run experiments on multilingual WSD, we used the last two of the foregoing 

datasets, which also include German, Spanish, French and Italian, employing, as sense inventory, the synset 

lexicalizations provided in BabelNet 4.04. We computed precision, recall and F1, which in our case are equal, 

since SyntagRank always outputs a sense for each target word.  

 
4 https://babelnet.org/ 
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5.2 Comparison Systems 

To evaluate the impact of SyntagNet relations on the disambiguation performance, we compare the 

results obtained by the disambiguation algorithm, using different LKBs. We employed WordNet + Princeton 

WordNet Glosses (WNG) as baseline. We measure the performance of the algorithm when integrating SyntagNet 

on top of the baseline. We also evaluated the following LKBs when integrated separately on top of WNG: 1) 

KnowNet (KnowNet20) [Cuadros and Rigau, 2008] and deep KnowNet (deepKnowNet95d) [Cuadros et al., 2012], 

2) the subgraph of BabelNet 4.0 [Navigli and Ponzetto, 2012] induced by WordNet 3.0, 3) eXtended WordNet 

[Mihalcea and Moldovan, 2001], 4) ColWordNet [Espinosa-Anke et al., 2016].   In the table below, we give details 

for the resources used together with WNG and their respective number of lexical-semantic relations.  

Resource Number of Relations 

WNG 671,779 

WNG+KnowNet205 520,682 

WNG+deepKnowNet95d6 522,880 

WNG+BabelNet 4.07 9,447,341 

WNG+eXtended WordNet8 551,551 

WNG+ColWordNet9 8,424 

WNG+SyntagNet 88,019 
Table 2: Lexical-Semantic relations per LKB. 

Moreover, we also perform a comparison of SyntagRank against state-of-the-art supervised approaches 

to observe the impact of SyntagNet in closing the performance gap between knowledge-based and supervised 

systems.  

6 RESULTS 

As mentioned in the previous section, we compare the performance of the disambiguation algorithm when using 

different LKBs.   

 

 
5 http://adimen.si.ehu.es/web/KnowNet 
6 http://adimen.si.ehu.es/web/deepKnowNet 
7 the subgraph of BabelNet 4.0 induced by WordNet 3.0 
8 http://www.hlt.utdallas.edu/~xwn/ 
9 http://bitbucket.org/luisespinosa/cwn/ 
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ENGLISH 
 

MULTILINGUAL 

SemEval-13 SemEval-15  

SE2 SE3 SE7 SE13 SE15 ALL IT ES DE FR IT ES ALL 

WNG 69.2 65.9 54.9 66.8 70.7 67.1 71.4 71.2 68.0 69.6 62.2 58.1 67.2 

WNG+KnowNet20 67.2 65.8 53.8 67.3 71.5 66.6 71.6 73.1 68.3 70.4 61.4 59.9 67.9 

WNG+deepKnowNet95d 66.9 64.9 53.6 66.9 71.6 66.2 71.4 71.9 67.7 70.5 62.4 58.7 67.5 

WNG+BabelNet 4.0 67.5 64.1 53.0 67.6 66.9 65.6 73.8 71.6 69.9 67.1 62.4 57.8 67.6 

WNG+eXtended WordNet 67.7 65.7 52.3 67.6 71.0 66.7 72.4 71.8 68.5 69.3 62.4 58.9 67.7 

WNG+ColWordNet 69.2 65.9 54.1 66.7 70.7 67.1 71.4 71.0 68.0 69.3 61.9 57.8 67.0 

SyntagRank (WNG+SyntagNet) 71.2 71.6 59.6 72.4 75.6 71.5 74.2 73.4 66.9 72.7 65.0 61.2 69.3 

Table 3: Knowledge-based approaches comparison. Performance is in terms of F1 scores. 

Table 3 shows the performance of all the knowledge-based systems relying on the different LKBs in terms of F1 

scores. As one can see, SyntagRank achieved the best results in the English all-words disambiguation tasks, 

attaining 4.4 points above the WNG baseline overall, i.e., in ALL dataset, a concatenation of all English evaluation 

datasets. Considering the lower improvement or degradation in performance of the baseline when combined 

with the other LKBs, we conclude that the syntagmatic nature of SyntagNet provides an advantage as opposed 

to the noiser character of other LKBs. 

 We conducted a deeper analysis of the nature of the relations found in each LKB by sampling 500 

relations of each LKB and classifying the edges as syntagmatic or paradigmatic and found out that the highest 

percentage of syntagmatic relations among comparison LKBs was found in eXtended WordNet, i.e., 54%. In 

contrast, the fully syntagmatic nature of SyntagNet relations proved to improve the performance significantly. 

Similarly, SyntagRank outperforms the other systems in the multilingual ALL dataset, and in all the languages but 

one, thus enforcing the benefit of SyntagNet resource. 

 

system SE2 SE3 SE7 SE13 SE15 ALL 

LSTMMLP 73.8 71.8 63.5 69.5 72.6 71.5 

IMSC2V+PR 73.8 71.9 63.3 68.2 72.8 71.2 

fastSense 73.5 73.5 62.4 66.2 73.2 71.1 
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SyntagRank 71.2 71.6 59.6 72.4 75.6 71.5 

Table 4: F1 scores for English all-words WSD. 

Table 4 compares SyntagRank against several supervised English WSD systems such as LSTMMLP [Yuan et al., 

2016], IMSC2V+PR [Melacci et al., 2018] and fastSense [Uslu et al., 2018]. We remark that the differences in ALL 

dataset are not statistically significant, according to a χ2 test (p<0.01), which leads to the conclusion that 

SyntagRank, despite being a knowledge-based system, remains in the same ballpark with state-of-the-art 

supervised approaches for English WSD, proving the effectiveness of syntagmatic relations it provides.  

 SemEval-13 SemEval-15  

system IT ES DE FR IT ES ALL 

BILSTM 62.0 66.4 69.2 55.5 - - - 

UMCC-DLSI 65.8 71.0 62.1 60.5 - - - 

T-O-M 68.2 66.9 63.2 60.5 - - - 

SUDOKU-RUN1 - - - - 59.9 56.0 - 

SUDOKU-RUN2 - - - - 56.9 57.1 - 

Best System 68.2 71.0 69.2 60.5 59.9 57.1 64.7 

SyntagRank 74.2 73.4 66.9 72.7 65.0 61.2 69.3 
 Table 5: F1 scores for multilingual WSD. 

Not only does SyntagRank achieve similar results to the best supervised approaches in English WSD, but it can 

easily scale across multiple languages. In table 5, we show the results in multilingual WSD evaluation datasets 

attained by several supervised systems, namely BILSTM [Raganato et al., 2017b], UMMCC-DLSI [Gutierrez 

Vazquez et al., 2010], T-O-M [Pasini and Navigli, 2017], SUDOKU RUN1 and SUDOKU RUN2 [Manion, 2015] and 

SyntagRank. Moreover, for ease of comparison, we report the results obtained by aggregating the outputs of the 

best performing system for each dataset, i.e., Best System. As one can see, SyntagRank achieves state-of-the-art 

results in five out of six datasets, with a significant boost in performance with 4.6 F1 points on overall over the 

Best System. 

7 RESTful SERVICE  

SyntagRank enables interaction through a REST interface. The system is queried by specifying the text to 

be disambiguated and its written language. The interface is reachable from two endpoint addresses. The output 

to the requests is a JSON object which contains the predicted senses for each token in the text and the anchor 

of each token specifying their positional indices in the input text. 
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More specifically, the tables below show details on the RESTful API documentation: 

Title Disambiguate Text 

 

URL http://api.syntagnet.org/disambiguate?lang=lang&text=text 

Method POST 

URL Params Required: 

text = "string" 

lang = "string" 

 

text: the sentence or text to be disambiguated (max length = 1500 

characters) 

lang: the language of input text (to be chosen from: DE, EN, ES, FR, 

IT) 

 

Example:  

text=this is a text 

lang=EN 

 

Success Response 

 

Code: 200 

Content: 

{ 

    "language": "EN", 

    "tokens": [ 

        { 

            "senseID": "wn:02604760v", 

            "position": { 

                "charOffsetBegin": 5, 

                "charOffsetEnd": 7 

            } 

        }, 

        { 

            "senseID": "wn:06387980n", 

            "position": { 

                "charOffsetBegin": 10, 
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                "charOffsetEnd": 14 

            } 

        } 

    ] 

} 

     Table 6: RESTful request example 1. 

Title Disambiguate Text 

URL http://api.syntagnet.org/disambiguate_tokens 

Method POST 

Data Params Required data as JSON Object: 

data = { 

    "lang":  "string"  

    "words": [ 

        { 

            "id": "string", 

            "word": "string", 

            "lemma": "string", 

            "pos": "string", 

            "isTargetWord": bool 

        } 

    ] 

 } 

 

lang: the language of input text (to be chosen from: DE, EN, ES, FR, 

IT) 

words: list of words in a sentence where each word is an object 

containing the following fields: 

- id: the index of the word in the sentence 

- word: the inflicted form of the word as it appears in the 

sentence  

- lemma: lemma corresponding to the word 

- pos: the part of speech tag from the Penn Treebank tag 

set. 
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- isTargetWord: a boolean variable denoting if the word 

should be disambiguated    

 

Example: 

data = { 

    "lang": "EN", 

    "words": [ 

        { 

            "id": "0", 

            "word": "this", 

            "lemma": "this", 

            "pos": "X", 

            "isTargetWord": false 

        }, 

        { 

            "id": "1", 

            "word": "is", 

            "lemma": "be", 

            "pos": "VERB", 

            "isTargetWord": true 

        }, 

        { 

            "id": "2", 

            "word": "a", 

            "lemma": "a", 

            "pos": "X", 

            "isTargetWord": false 

        }, 

        { 

            "id": "3", 

            "word": "text", 

            "lemma": "text", 

            "pos": "NOUN", 

            "isTargetWord": true 

        } 

    ] 

} 
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Success Response 

 

Code: 200 

Content: 

 

{ 

    "result": [ 

        { 

            "id": "3", 

            "synset": "wn:06387980n" 

        }, 

        { 

            "id": "1", 

            "synset": "wn:02604760v" 

        } 

    ] 

} 

 

Table 7: RESTful request example 2. 

 

8 WEB INTERFACE 

 SyntagRank provides a web interface for looking up terms and their lexical-semantic combinations 

according to the SyntagNet resource. SyntagRank can be accessed at http://syntagnet.org. Using the web 

interface, a user can look up syntagmatic relations connecting meanings of specific terms. An example is 

shown below for verb miss: 

http://syntagnet.org/
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 Figure 1: Lexical-Semantic combinations result for the verb miss. 

As shown in Figure 1 the collocations of a word are specified for each of the different meanings of the word, 

which in addition are associated with the respective gloss from WordNet. 
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Moreover a user can disambiguate phrases by specifying the language and the sentence in natural language. 

One feature of SyntagRank is that it identifies the Named Entities and Concepts. Each concept is connected 

by a link to BabelNet synsets. Figure 2 and 3 show examples of disambiguating sentences in different 

languages: 

 

Figure 2: Disambiguation result of an English sentence. 

 

Figure 3: Disambiguation result of an Italian sentence. 
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